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SUMMARY 

Overlapping chromatographic peaks were separated mathematically by means 
of a Hewlett-Packard 9825 calculator without digitization equipment and possessing 
a minimum capacity of the internal memory. It was shown by the numerical compari- 
son of the calculated results with basic and double representation accuracy of the 
selected points of the chromatogram that the accuracy of the method is most affected 
by the choice of the mathematical model and/or by the interaction of components. 
When a gaussian curve was chosen for approximation of a peak the accuracy was 
better than lx_ 

INTRODUCTION 

Analytical laboratories can utilize various data processors, including simple 
calculators. However, the desk-top calculators are not provided with special libraries 
of programs, and we have therefore started to compile programs of properly working 
algorithms into particular calculator languages_ The programming language HPL is 
highly effective and we consider it useful to inform users of the Hewlett-Packard HP 
9825 about a memory-saving solution for the evaluation of chromatograms or spec- 
trograms with overlapping peaks. We have established how to store data sets using the 
basic properties of integers and their binary representation’ in the calculator 
memory. 

Evaluation of chromatograms by using small computers has some limitations. 
e.g., human factors, the large amount of work involved and suitability of mathemat- 
ical models. Often the direct determination of the components of a mixture is carried 
out by means of a microprocessor, which is programmed so that the input is the 
deviation from the baseline and the time dependence of the quantity followed_ The 
accuracy is acceptable only for cases in which the curves for the elution of individual 
component are completely separated in time. In other instances the controlling pro- 
gram of the integrator must take into account the values of the first and second 
derivatives and it has to determirie the times of the local extremes and/or inflection 
points. The method of direct %?egration does not seem suitable. 

Our laboratory is equipped with an HP 9825, which can be used for off-line 
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evaluation of the chromatograms using a reader/plotter, as described in a previous 
paper’_ We have mod&d our approach for the case in which only a minimum central 
memory unit is available_ The program used needs about half cf the standard memory 
(6844 bytes) and hence the array of experimental points and intermediate results is 
small for an ordinary solution of the problem. An internal representation of one piece 
of digital information in the calculator needs 8 bytes of the memory and therefore 
every point needs 16 bytes. The use of the external cartridge memory wastes time, so 
we have chosen the other programming means, binary storage of experimental points. 
The fti(D) function3 of the HP 9825 calculator makes it possible to transform a 
decimal number into its binary representation and back using the itf(B) function in 
the interval -32767 to +32767_ Thus, we are able to represent any point with an 
accuracy of l/(2 - 32767 + I), i-e_, l/65535_ This is more than enough as other mem- 
bers of the measuring chain adversely affect the treated information to much greater 
estent. This makes it possible to use one memory unit for storage of both coordinates 
of the point on the elution curve. This is especially suitable with the fast HP 9825 
calculator but would not be so convenient with other slower desk-top calculators. The 
suggested method will first be described using as an example a decimal number. 

Let us have 9999 resolving levels of a decimal number. These can be rewritten 
into the form of a sum: 

0999 = 9900 f 99 (1) 

or more generally into 

c = x- 100 -!- Y X,YE <o,r, --_> 99> 

Thr transformation is evident for the storage of X and Y into 2 left positions and 2 
right positions. respectively_ Hence we have 100 levels for each coordinate. This 
means that information is transferable within an accuracy of lo/& However, one does 
not need to transform the information about a particular coordinate with the same 
precision as that about the other coordinate_ 

In binary representation it seems suitable to choose 128,256 or 512 levels. With 
regard to the preliminary study of the problem we have chosen 256 levels on the X 
coordinate and 128 levels on the I’ coordinate. The precision of reading off a graph 
manually cannot be better than lo%_ As was shown for a decimal number where a 
shift of the digits in the representation of a number is accomplished by multiplication 
with an integral power of ten, in binary representation one has to multiply by an 
integral power of 2_ In our program we use arithmetic operation with a decimal 
number (however, in some modifications of the HP 9825 one can use the function 
Shfp. 

Evaluation of an elution carve is performed in two steps, in two programs. The 
first program stores the data obtained from a graphically represented curve on mag- 
netic tape and the second program transfers the data into the internal memory of the 
calculator and caIculates the composition of the mixture being analysed. 

Data for the first program consist of the following: 
(1) num’ber of peaks, number of read off points and limits of the points; 
(2) identification of the problem (maximum 32 characters); 
(3) coordinates of the points X, Y (XC+ <O, 128); YE <O, 255)); 
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(4) first guesses of the parameters of the mode! used and their lower and upper 
limits; 

(5) identification number of the data set on the tape. 
It is assumed that the tape is marked, e.g., trk 0; mrk 10, 1500. This statement 

marks on track no. 1 ten sets of size 1.500 bytes each. 
In the second program the data set is identified by the number of the data set 

(5)_ The user modifies only the subroutine “func” where models of individual peaks 
are defined. In our listing this model is assumed to be gaussian for all peaks of the 
chromatogram. 

Yki = B,+xp ( - [(X, - B,,),/BsJZ : (2) 

wherej is number of peaks and II is number of digitized points_ Parameter Bxi denotes 
the amplitude of the peak and Bzi is the coordinate of the maximum of the peak. 
Bsi is a measure of the dispersion of the peak around the maximum. Evaluation of 
parameters is a non-linear optimization problem’ and therefore the calculation has 
to start with first guesses of the B parameters_ It is easy to guess Bli as it is the 
magnitude of the corresponding peak. The X position of the maximum of the peak 
is an excellent first guess for parameter Bzi. The only problem is the first guess of 
parameter Bsi, which has to he guessed from the difference in the X-coordinates of 
the peak masimum and the point where the Y-coordinate is equal to the value 
B,,exp ( - 1) ie__ O-368 B,<. Algorithm of the second program leads to values of param- 
eters which by a simple product yield a value proportional to the area of the peak. 
The total area %‘,ow one peak can be expressed as 

A = B,i J esp[-(X - Bz,)/BJ’ dX (3) 

Taking into account that 

-3 

1 

J(27r)a s 
esp( -(X - p),lJ’%)’ dX = 1 

and substituting Bsi for ,/%r into eqn. 4 yields A = ____ ^ _ 
= ~B,iB3i. 

- _ 
Assuming that indtvtdual components ot the mtsture are m the same ratto as 

that of the areas of their corresponding peaks, one can write the very simple equation 

(4) 

ci = jBliB3i 
x B&I. 

1=1 

(3 
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EXPERIMENTAL 

Matcorials 
m-Xykne, p-xylene and etbylbenzene (all not less than 99.5 yO pure by gas 

chromatcgraphic (GC) analysis) were obtained from the Institute of Chemical Tech- 
nology (Prague, Czechoslovakia). Bentone 34 and dinonyl phthalate (for GC) were 
supplied by Applied Science Labs. (State Collegee, PA, U.S.A.) and BDH (Poole, 
Great Britain), respectively. 

Apparatus 
The GC measurements were carried out with a Pye Model 64 heated dual 

flame-ionization detector programmed chromatograph (Series 104; Pye Unicam, 
Cambridge, Great Britain). It was equipped with a O-l mV recorder (Honeywell 
Electronik 194). The column employed was 150 x 0.3 cm I.D. glass tube operating at 
104C. Nitrogen was used as the carrier gas at a flow-rate of approximately 30 
ml/min_ The samples were introduced with a IO-pI Hamilton microsyringe. The injcc- 
tion port and detector were maintained at 200 and 150°C, respectively. 

Colwnn packing 
A mixture of Bentone 34 and dinonyl phthalate (2:l) was used as the stationary 

phase. Gas-Chrom Q of particle size SO-100 mesh (Applied Science Labs.) served as 
the support. The packing was prepared in the usual manner by dissolving the in- 
dividual components in chloroform and slurring with the support_ The column pack- 
ing contained 5 ‘4 of the mixed stationary phase. The packed column was precon- 
ditioned at 120°C for 12 h with the carrier gas flowing. 

Cal&-ation mixtttres 
For the determination of ethylbenzene (EB), p-xylene (PX) and nz-xylene 

(MX), calibration mixtures A, B and C were prepared with EB:PX:MX mass propor- 
tions of 1:2:1, 1:4.5:4.5 and 3.5:3_5:1, respectively. Therefore, the following amounts 
of individual compounds were weighed and mixed: 0.09326 g of EB, 0.18293 g of PX 
and 0.08250 g of MX (A); 0.02673 g of EB, 0.12908 g of PX and 0.12119 g of MX (B); 
and 0.13657 g of ES, O_ 14589 g of PX and 0.04131 g of MX (C). 

RESULTS 

To evaluate the statistical validity of the technique in combination with the 
method of data representation one could start from the assumption that the com- 
position of the model mixtures as relative percentages is determined by weighing to 2 
decimal places (Table I). This means that we were able to judge the approximations 
resulting from the programs. Using the relationship experimental concentration = 
f(calcufated concentration) and by linear regression, the correlation coefficient (R) 
and the s!ope of the regression line were evaluated. Three compositions of the mix- 
Turks (see Table I) were considered as one statistical set. Coordinates of the points of 
the curves (see Fig. 1) were introduced in millimetres (set 1) or in divisions of the 
chart used (sets 2 and 3). Sets 1 and 3 were stored so that one coordinate was in 
one byte; with set 2, two bytes per coordinate were used. Numerical results of the 
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TABLE I 

COMPOSITIONS OF THE MIXTURES USED 

Mixture Component (%) 

ExhJ-lbenzene p-Xylem 

A 26.00 51.00 73.00 
B 9.65 46.60 43.75 
C 11.15 45.06 17.76 

TABLE II 

STATISTICAL CHARACTERISTICS OF THE TREATED DATA SETS 

m = Slope of the regression line; q = intercept; R = regression coeflicient; j = difference hetween 
the actual and the calculated amounts of a compound; G = standard deviation. 

Set Sample Composition d I?1 Y (5 R 

calmdared 

(“/b/ 

1 

A 

B 

C 

2 
A 

B 

C 

3 

A 

B 

C 

25.95 
50235 
23.20 

9231 

15.65 

51.51 
42.65 

45.50 

11.51 

75.41 
51.24 
23.35 

9.12 
45.94 
44.94 
42.27 
47.66 
10.07 

25.10 
51.65 
23.22 

9.01 
46231 

44.!S 
41.76 
43.47 
1276 

1.0056 - 0.2559 0.5647s 0.99916 

0.03 
0.15 

- 020 
-0.16 

0.91 
-0.76 
-0.51 
-0.44 

0.95 

1.0551 - 1.556 1.360s 0.99751 
0.59 

-02-l 
-0.35 

0.53 
0.66 

- 1.19 
- 0.09 
- 2.60 

1.69 

1 .OZM - 0.6799 0.50656 0.99963 
0.90 

-&6S <- 
-0.21 

0.64 
-0.21 
-0.43 

0.42 
- 0.42 

0.00 
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Fig. I_ Chromato_gax c; mixture A. Peaks: 1 = ethylbenzene (16 “/A, w:w); 2 = p-xylene (5 I 7:. w. w): 5 = 
nt-xslcne (3 O , ,. ww). 

indirect analysis with statistical parameters are given in Table II_ By comparing 
statistical parameters of sets 2 and 3 in Table II we can find that the two bytes per 
coordinate representation can provide even worse results than that for one byte Per 
coordinate_ This means that the source of the errors need not be the representation 
but the selection of the model of the peak, the drift of the baseline or inaccuracy 
during data digitization. When the calculator with a plotter is used, the last source 
of errors is minimized_ This is valid under the assumption that the analogue output 
from the chromatograph is better than 0.5%. Drift of the baseline will be dealt in a 
separate paper. 

It was found that the basic significance of the statistical validity of the indirect 
evaluation of the chromatograms is the selection of the models of the peaks and their 
proper use in the subroutine ‘-func”. i.e., in the only part which is modified by the 
user_ In our case a probabilistic model of the normal distribution was used for each 
peak. The standard errors of sets 1 and 3 are 0.56 and 0.51, respectively, and that of 
set 2 is 1.36. The two bytes per coordinate representation of the points was thus found 
to be adequate_ The statistical parameters of set 2 indicate some reservations about 
the method- 

COQCLUSION 

The method of indirect evaluation of elution curves with overlapping peaks 
does not adversely affect the accuracy of the overall evaluation sequence and is 
acceptable from the technical point of view. Its algorithm can be programmed on a 
standard version of the HP 9525 desk-top calculator without any peripherals. One 
peak can be represented by 15 points. The maximum error in the determination of the 
concentration of a particular component is about I %_ The computer time required 
depends on the first guesses; in our examples it was about 5 min. The programs in the 
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Appendix can be used for evaluation of composition of mixtures with five com- 
ponents. The chromatograms shodd have a baseline that can be approximated with a 
straight line. A user with basic programming knowledge can easily modify the pro- 
gram for evaluation of larger number of components and can choose any other model 
for the baseline. Lorenz or Taylor models of the peaks can be easily defined in the 
subroutine “func”. This flesibihty suggests the possibility of using the program not 
only for the evaluation of chromatograms but aIso for the evaluation of complex 
records from spectrophotometers. 

In ah instances it is advisable to check carefully any changes and to start from 
the working version which is easily recognizable by the checksum in the last line of 
the program listings_ 

APPENDIX 

Listing of programs 
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